Community/Application 1

	Scientific field
	

	Macro area
	Earth science

	Specific area
	Climate research

	Application name – version - License
	EC-EARTH 3

· Atmosphere: IFS cycle 36r1 or later

· Ocean: Nemo 3.3beta or later

· Coupler: OASIS3 (OASIS4 under development)

	Application web site
	http://ecearth.knmi.nl
http://www.ecmwf.int
http://www.nemo-ocean.eu
https://oasistrac.cerfacs.fr


Short description of the involved communities:

In this part we expect to collect information about:

· The group that has developed the proposed application

· The main research groups worldwide that use the proposed application

· The relationship between the proponents and the developers team

· The relationship between the proponents and one or more of the research group adopting the application

· The degree of involvement of the developers team in the present project

· The degree of involvement of one or more scientific users in the present project

This project is a contribution to the European Network for Earth System modeling (ENES) which gathers the climate modeling community. This project focuses on one of the 6 coupled models gathered in IS-ENES, the infrastructure project of ENES. It is expected to help the use of Tier0 machines by the larger climate modeling community by sharing developments and experiences, especially on Nemo, the coupler and I/O. It has been discussed within a PRACE-ENES meeting organized in Paris on December 1rst 2010 by the IS-ENES project which has, as one of its main objectives, to foster the interaction with PRACE and the use of high-end simulations. IS-ENES will contribute to this project. 
EC-EARTH is a project, a consortium and a model system. The EC-EARTH model is a state-of-the-art numerical earth system model (ESM) based on ECMWF's Seasonal Forecasting System. Currently, the EC-EARTH consortium consists of 24 academic institutions and meteorological services from 11 countries in Europe. EC-EARTH Version 3, which is the most recent version, is a coupled ESM comprising ECMWF's atmospheric model IFS, including H-TESSEL land model, the general ocean circulation model Nemo, the LIM sea ice model, and the OASIS coupler. The developers of EC-EARTH are keen to collaborate on scaling up their application. Several groups that are willing to work in Task 7.2e already contribute to EC-EARTH (SNIC-KTH) or either IFS (ICHEC) or NEMO (SARA). EC-EARTH is used in many EU FP7 projects, including THOR, COMBINE, EUCLIPSE, ECLISE and IS-ENES. The model is used for developing research on understanding the earth system and for developing climate scenarios. The model output will contribute to IPCCs 5th Assessment. ECMWFs IFS atmosphere model and the NEMO ocean model are the main components of EC-Earth. A variety of resolutions is used. High resolution runs targets the simulation of physically realistic climate phenomena. Coarse resolution runs are done in ensembles (ie many, slightly different simulations) in order to capture statistical uncertainty. Ideally, high resolution simulations need to performed in an ensemble sense.

ECMWF is the European Center for Medium-range Weather Forecasts and runs the global weather prediction model IFS every 12 hours at very high resolution (at the moment 16km). The IFS model is used for weather prediction only at ECMWF, but it is also used as the atmosphere component in EC-EARTH. As such, the community is much larger than ECMWF alone and it is used throughout Europe by many institutes and universities for weather and climate forecasts and research.

The core development team of NEMO consists of members of CNRS and Mercator-Ocean in France and UKMO and NERC in the United Kingdom. The NEMO ocean model is used in several climate models that are used for the IPCC reports about climate change (notably HadGEM3, EC-EARTH and IPSL-CM4). Furthermore, it is also used for standalone simulations. Several computing centers are interested to work on improving the performance and/or scalability of NEMO: e.g. Andrew Porter (STFC) is working on implementing a decomposition with variable domains. The IPSL team in Paris is involved in both the development of NEMO and the scientific use of NEMO and have been involved in PRACE1PP as well.

The OASIS coupler, currently developed by CERFACS (France), DKRZ (Germany), and Centre National de la Recherche Scientifique (France) in the framework of the EU FP7 IS-ENES project is software allowing synchronized exchanges of coupling information between numerical codes representing different components of the climate system. Portability and flexibility are the key design concepts of OASIS3 developed and maintained since more than 15 years at CERFACS. OASIS3 is currently used by approximately 30 climate modelling and operational weather forecasting groups in Europe, USA, Canada, Australia, India and China.  As the climate modelling community is progressively targeting higher resolution climate simulations run on massively parallel platforms, the development of a new fully parallel coupler, OASIS4, started during the EU FP5 PRISM project. The concepts of parallelism and efficiency drove OASIS4 developments. OASIS4 is currently in a beta testing phase.

Main publication related to the proposed application

· Hazeleger, W. et al., 2010: EC-Earth: A Seamless Earth System Prediction Approach in Action  Bull. Amer. Meteor. Soc. 1357 – 1363.

· Haarsma, R.J., F.M. Selten, B. van den Hurk, W. Hazeleger and X. Wang, 2009: Drier Mediterranean Soils due to Greenhouse Warming bring easterly Winds over Summertime Europe Geophys. Res. Lett., 2009, 36, L04705, doi: 10.1029/2008GL036617.

· IFS documentation on cycle 36r1 (see: http://ecmwf.int/research/ifsdocs/CY36r1/index.html)

· Madec G. 2008: "NEMO ocean engine". Note du Pole de modélisation, Institut Pierre-Simon Laplace (IPSL), France, No 27 ISSN No 1288-1619.

· A. Biastoch et al: Agulhas leakage dynamics affects decadal variability in Atlantic overturning circulation. Nature, 2008.

· Laurent Brodeau et al: An ERA40-based atmospheric forcing for global ocean circulation models. Ocean Modelling, Volume 31, 2010.

· S. Valcke, 2006: OASIS3 User Guide (prism_2-5). CERFACS Technical Report TR/CMGC/06/73, PRISM Report No 3, Toulouse, France. 60 pp

· R. Redler, S. Valcke and H. Ritzdorf, 2010: OASIS4 - A Coupling Software for Next Generation Earth System Modelling, Geoscience Model Development, 3, 87 - 104, DOI:10.5194/gmd-3-87-2010.

Confidentiality

The EC-Earth model has a license via ECMWF that is not open source, but it allows for free 'Academic use' for users in member states of ECMWF (most European countries). The NEMO ocean model is open source (French CeCILL license) and as such there is no confidentiality. However, specific setups might be confidential, since research groups invested a lot of time into the preparation of files with initial- and boundary conditions. This was also the case for the NEMO configuration used in PRACE1PP. The OASIS3 and OASIS4 couplers uses the LGPL open-source license.
Short description of the application (algorithms, I/O, parallelization strategy, current performances, performances bottlenecks)

The ECMWF's IFS code is a parallel spectral weather model that is also used for seasonal climate prediction. Its structure is similar to climate codes from NCAR, including CCM, but its parallel execution model is highly evolved. It uses domain decomposition in two-dimensions and performs both spectral and Legendre transformations on the grid data. Furthermore, it includes many state-of-the-art physical parametrizations that are adjusted to scale with the resolution. The file format for I/O is GRIB, which is an international standard defined by the WMO. There are developments of a parallel I/O library for GRIB outside ECMWF, but as of yet the I/O of IFS is serial. This is a serious bottleneck for scaling up this application. Since GRIB is a used worldwide, (preferrably open-source) solutions would benefit the whole meteorological community.

The NEMO model consists of several components, all based around the OPA physical ocean model. It uses MPI with a regular domain decomposition and finite differences. It needs to calculate the free surface height, which is now done using a less-than-ideal conjugate gradient or overrelaxation method, which limits the scalability. A new method is implemented that calculates the free surface using an explicit method, which does not have the scalability issues of the elliptic solvers. I/O is done using the IOIPSL library, which now uses parallel I/O using NetCDF4. Detailed experiments have been conducted to get a good output performance using e.g. chunking. It can run both in a realistic topography and forcing, or an idealized setup. The domain decomposition strategy should be adapted to the depth and coastline in case of a realistic topography, which is work done by STFC.

At run-time, OASIS3 acts as a separate executable, which main function is to interpolate the coupling fields exchanged between the component models, and as a communication library linked to the component models. OASIS3 executable can run in parallel, each process regridding a subset of the coupling fields, resulting in a pseudo-parallelisation of OASIS3 on a field-per-field basis. OASIS4 has the same function than OASIS3 but implements a fully parallel regridding of the coupling fields into which the neighbourhood search is performed in the parallel source model library using an efficient multigrid algorithm on the intersections of source and target process domains. OASIS3 is stable and well debugged while OASIS4 is newer and still need some validation, especially in the fully parallel cases.

The case for Petascale

Describe

· Why the code should be enabled to petascale (scientific cases, proof of concepts, size of the community, who would exploit the petascale version…)

· The work to be accomplished on the code to be petascaled

· Possible risks of failure and contingency plan

· Expected effort (PMs) and who will do what: state both the total effort (sum of contributes of all involved people - unlimited) and the effort due to PRACE action (max 12 PM).

ECMWF plans to increase the resolution of the weather forecast model (T4999, ~5km globally in 2020), which will also positively affect the EC-EARTH development. It was shown that IFS can scale up to more than 10k cores at high resolution. KNMI performed ensemble simulations with the atmospheric component of EC-Earth at T799 (~20 km) resolution using about 1000 cores. Furthermore, SMHI and SNIC-KTH have set up a high-resolution configuration of EC-EARTH 3 (currently 0.25 degrees in both atmosphere and ocean) to study performance and scalability. This version has shown good scalability up to at least 2000 cores.  The challenge in achieving high scalability lies in the coupled nature of the EC-EARTH model, which makes it essential to find a balanced configuration of three executables (IFS, NEMO, and OASIS) communicating through MPI. An additional challenge is the input/output, which uses one CPU currently. A parallel set up would increase the performance of EC-Earth.

Recent work has shown that the OASIS3 coupler, allowing a field-per-field parallelisation of the coupling, introduce no significant overhead (in terms of elapse time of the coupled simulation with respect to the elapse time of the slowest component) when coupling global component models with resolution up to ~25 km. It is however expected that at higher resolution and on massively parallel platform with low memory per node, the fully parallel coupling implemented by OASIS4 will be mandatory.

Finally, the post-processing and archiving of the output of the model hampers its performance. Since the output is used by many scientists within many applications, almost the entire model state is archived regularly (every 6 hours at model levels). There is a  strong need for more efficient postprocessing tools (e.g. the tool 'CDO').  One option is to perform the postprocessing within the model code itself.

Actions:

· to make a performance analysis of the high-resolution configuration of the coupled EC-EARTH 3 on different platforms. It has been run has been run with good scalability on a Linux cluster so far. Is the bottleneck I/O, communications, load-balancing in the coupler? PRACE 2PM, IS-ENES 2PM.

· Validate the OASIS4 coupler for the EC-Earth coupling configuration ; IS-ENES/CERFACS 2PM

· Assess the performance of and improve the coupling implementation, including the potential benefits and costs of upgrading to OASIS4. If beneficial, upgrade EC-EARTH 3 to OASIS 4. PRACE/KTH-SNIC 1PM, IS-ENES/SMHI 2.5PM

· Mapping of MPMD hybrid MPI+OpenMP threads and MPI-only tasks efficiently onto cores on different architectures: Cray XT6 with 24 cores/node, Power6/7, possibly BG/P. PRACE 2PM+IS-ENES 2PM

· Investigate if CUDA-enabled routines can improve the scalability of the coupled or atmosphere-only model. This excludes rewriting routines into CUDA, which is T7.5. PRACE/ICHEC 2PM.

· Investigate and improve scalability of I/O within IFS and NEMO. PRACE 4.5PM + IS-ENES 1PM.

· Implement ensemble simulations into one application. The technical issues of setting up the MPI configuration, I/O, etc are for PRACE. PRACE 1PM + IS-ENES 4PM. It's not at all sure if this can be done within 1+4PM. Monitoring and fault tolerance of such a mega-model (which, in itself, is desirable, must be addressed). If it turns out that this cannot be implemented, there should be a plan with the description and functionality of such megamodel and a plan as to how this can be implemented.
To run the NEMO ocean model at higher resolution (at least 0.1 degrees): the POP model has been shown to scale up to 32k cores when used at that resolution. Although there is a NEMO setup at this resolution, it is not yet tested at such scale. The ocean community is interested to learn more about the impact of true eddy-resolving models on the ocean circulation and heat transports.

The NEMO model is used by hundreds of scientists and 40 groups worldwide.

The ocean physics and new components of the ocean model are not really the focus of EC-EARTH development. Even though some of the points in the last three paragraphs could positively influence the scalability, they open up a rather large field of activities, which might be way beyond what can be done in this context. However, as the NEMO model is already part of the PRACE benchmark system, it will be upgraded to a recent release and a high resolution as part of another PRACE task. 
Actions:


· 
· 
· To implement dynamical memory allocation and load-balanced domain decomposition. STFC 6PM. (Note that this is work done outside the PRACE context, but relevant for EC-EARTH. It's written here to keep track of 
· Integrating a recent release of NEMO with a high resolution configuration (<0.1degrees) into the PRACE benchmark suite and port it to Jugene and Curie. PRACE Task 7.4 1PM.

· Look at scalability of reading of forcing file for ocean-only run. Note that this is not relevant for coupled runs with EC-EARTH, but it is very relevant for the PRACE benchmark suite (part of PRACE T7.4). PRACE 1PM 
Project contacts (Max. 3):

	John Donners
	SARA
	John.donners@sara.nl

	Uwe Fladrich
	SMHI
	uwe.fladrich@smhi.se

	Alastair McKinstry
	ICHEC
	alastair.mckinstry@ichec.ie


Additional contacts are relevant to this project : 
For NEMO : Claire Levy and Sebastien Masson

For OASIS : Sophie Valcke

For IS-ENES : Eric Maisonnave  in interaction with the ENES HPC Task Force
Any other relevant comment:

………….

�Some notes on OASIS:


-Tests have show that OASIS3 does not work “as is” on IBM BG/P


-Test with ARPEGE-NEMO (which has basically the same coupling configuration than EC-Earth) has shown that the IFS partition of the gaussian reduced grid is not fully supported by OASIS4. The partitioning has also an impact on the reading and writing of the coupling restarts. These developments, evaluated at 2 pm, are currently under work.


- A partition into which there would be less than two points in one direction would not work for OASIS4 and we do not intend to support this in the short or mid term.


-A partition with non successive grid points will not be supported by OASIS4.





�K. Mogensen from ECMWF says that he has “never been successful in running with OpenMP/MPI and the coupled IFS-OASIS3-NEMO system. As you know the IFS has OpenMP parallelization,  but as soon as we switch it on for the coupled system the model crashes.  Not sure what the problem is, but I suspect that problem might be on the IFS side and not the OASIS3 side.”











